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#### Abstract

Analyzing time series data is crucial for many applications. In particular, subsequence search refers to finding subsequences within an input time series $T$ that are similar to a query sequence $Q$. Existing subsequence search approaches typically employ Euclidean distance or Dynamic Time Warping as similarity measures and address range queries. In this paper, we focus on Chebyshev distance, which is the largest difference between each individual pair of points across the entire length of two compared subsequences. We call such similar pairs twins. We first show how existing time series indices can be extended to perform twin subsequence search. Then, we introduce TS-Index, a novel index tailored to the computation of twin subsequence search queries. Moreover, given that specifying a distance threshold is often not straightforward, we show how TS-Index can also be used to evaluate $k N N$ queries. Our extensive experimental evaluation compares these approaches using real time series datasets. The results demonstrate that TS-Index can retrieve twin subsequences faster than all other methods under various conditions.


Index Terms-time series indexing, subsequence matching, similarity search.

## 1 Introduction

A time series is a sequence of time-ordered data points. It can represent various types of measurements, ranging from household resource consumption sensor readings to human body measurements using special medical instruments such as an electrocardiogram. In the last years, generation of time series data has grown exponentially due to rapid technological advancements in mining and monitoring applications, including sensors and IoT. Analyzing time series can provide various insights, such as the discovery of trends and patterns, which has also led to an increasing scientific research interest [5], [9], [18].

One of the fundamental problems over time series data is subsequence search. Given an input time series $T$ and a query sequence $Q(|Q| \ll|T|)$, subsequence search (or matching) refers to finding subsequences within $T$ that are similar to $Q$. Most existing approaches employ Euclidean distance or Dynamic Time Warping (DTW) as similarity measure [27], [32]. Nevertheless, as observed in [35], no single measure of similarity is suitable for every application or dataset (for
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instance, different $\mathcal{L}_{p}$ norms capture different patterns of similarity), hence even a single user may want to examine different measures. This is also shown experimentally in [8], where different similarity measures achieve different classification accuracy in different datasets.

In this work, we focus on Chebyshev distance (also known as $\mathcal{L}_{\infty}$ norm or maximum norm). It requires that the respective values of two time series are always close to each other, while Euclidean distance or DTW allow a few values to deviate as long as the rest are sufficiently close. More specifically, the Chebyshev distance between two subsequences of equal length is the maximum difference of their values across their entire duration. We call two subsequences twins with respect to a distance threshold $\epsilon$, if their Chebyshev distance is not greater than $\epsilon$, i.e., their values do not differ by more than $\epsilon$ at any timestamp.

Various applications can benefit from twin subsequence search. One example concerns identifying doublet earthquakes. Two earthquakes are characterized as doublets if their epicenter is located relatively close and they have almost identical waveforms [36], [37]. Twin subsequence search could help identify such cases, facilitating seismologists that study changes in the Earth's inner core. Another application comes from smart Traffic Light System (TLS) cameras at road intersections, which count the number of vehicles crossing towards each direction [10]. Modern TLS sensors record several values per second, for tens of thousands of traffic lights in a large city. Finding subsequences of traffic data that are nearly identical across their entire length can provide road network analysts with useful insights regarding recurring events at specific road intersections in a city, which can subsequently lead to improved traffic control and more accurate congestion estimates. Furthermore, twin subsequence search could be used to detect patterns in medical applications. It could be useful in cases where doctors search for very similar, known previous patterns of the same


Fig. 1. Examples of false positives obtained with Euclidean distance compared to results with Chebyshev distance on subsequences of the EEG dataset.
person in Electroencephalography (EEG) or Electrocardiography (ECG) sequences [25], [28] that indicate a previous medical condition, or try to detect irregularities where the difference between a normal and an abnormal waveform exceeds a given threshold [31]. Finally, Chebyshev distance has been used in |17], revealing interesting findings on time series representing closing prices of US mutual funds, as well as in [7| for hyperspectral imaging classification.

A question that naturally arises is whether the same results can be obtained by subsequence search using Euclidean distance. We investigate this empirically by performing the following indicative experiment on an EEG input time series [21] with length of $1,801,999$ timestamps. Considering a query sequence $Q$ and an initial Chebyshev distance threshold $\epsilon$, we identify all twin subsequences, producing 1,034 results in total. We then attempt to retrieve the same results by subsequence search using Euclidean distance. As will be shown later (see Lemma 1 in Section 3.1), we need to set the Euclidean distance threshold to $\epsilon^{\prime}=\epsilon \times \sqrt{|Q|}$, where $|Q|$ is the query subsequence length, in order to ensure no false negatives. Searching with this relaxed threshold under Euclidean distance yields 127,887 results, which include too many false positives, thus requiring an expensive post-processing step to identify the correct 1,034 twin subsequences.

Figure 1 exemplifies the intuition behind the false positives. Assume a query sequence $Q$ and two matches, $T, T^{\prime}$, obtained under Chebyshev and Euclidean distance, respectively. As shown, $T$ matches $Q$ in all timestamps. Instead, although $T^{\prime}$ is a match under the corresponding Euclidean distance threshold $\epsilon^{\prime}$, it either lacks a spike that is present in $Q$ (Fig. 1a), or exhibits one not present in $Q$ (Fig. 1b.

Given a query sequence $Q$ and a time series $T$, a naïve process for finding twin subsequences of $Q$ across $T$ is by performing a sweepline scan. This scans $T$ using a sliding window of length $|Q|$, comparing at each timestamp the query with the current subsequence extracted from $T$, and adding it to the results if it satisfies the given threshold $\epsilon$ on Chebyshev distance. However, this approach is clearly inefficient for very long time series.

In this work, we investigate index-based methods to efficiently execute twin subsequence search. First, we show how two state-of-the-art time series indices, namely KVIndex [32] and $i$ SAX [30] can be adapted for this purpose. Then, we present our proposed index, called TS-Index, which is tailored and optimized for this problem. TS-Index, initially introduced in [6], is a tree structure that summa-
rizes the subsequences contained within each node using Minimum Bounding Time Series (MBTS) [4], consisting of an upper and lower bounding sequence. Furthermore, we describe optimizations to the TS-Index in terms of memory footprint and index construction time. The former is based on Piecewise Aggregate Approximation (PAA) [14], while the latter on bulk loading, utilizing an embedding of subsequences to a low-dimensional space followed by an ordering using a space filling curve. We introduce efficient exact algorithms for twin subsequence search, addressing both threshold-based and $k$-nearest neighbor ( $k \mathrm{NN}$ ) queries. We also consider the execution of variable-length queries. To evaluate the performance of these methods, we conduct a comprehensive experimental study against both real-world and synthetic time series, including also a case study for qualitatively assessing the results in certain real-world scenarios. Our experiments show that twin subsequence search with TS-Index is faster than with previous indices, often by orders of magnitude.

Summarizing, our main contributions are as follows:

- We introduce the problem of twin subsequence search, and propose a filter-verification algorithm that can be applied on state-of-the-art indices.
- We introduce TS-Index, a tree-based index tailored to twin subsequence search, which utilizes appropriate bounds in its nodes to prune the search space.
- We propose optimizations that improve the memory footprint of the index and reduce its construction cost via bulk loading.
- We present an algorithm for executing twin subsequence $k \mathrm{NN}$ queries over TS-Index.
- We experimentally evaluate our proposed methods using real-world and synthetic datasets and comparing them against appropriately adapted state-of-theart time series indices in terms of query execution, memory footprint and index construction time.
The remainder of the paper is organized as follows. Section 2 reviews related work. Section 3 formally defines the problem. Section 4 presents how it can be addressed based on existing indices. Section 5 presents the proposed TS-Index. Section 6 reports our experimental results. Finally, Section 7 concludes the paper.


## 2 Related Work

A straightforward method for subsequence search is with a sweepline that scans the time series using a sliding window. UCR suite [27] offers such a framework, comprising various optimizations. Furthermore, Matrix Profile [34] includes methods to detect the nearest neighbor subsequence for each subsequence of a time series. However, the optimizations introduced in these methods are specifically tailored to Euclidean distance and therefore cannot be applied for twin subsequence search. Furthermore, the lack of an index poses efficiency and scalability limitations.

Indexing is advantageous for various time series search operations; a detailed survey and experimental evaluation of time series indices for similarity search can be found in [9]. One family of methods is based on Discrete Wavelet Transform [11]. This reduces the dimensionality of the time
series and generates an index based on the transformed sequences. For instance, the Haar wavelet [12] has been used to gradually reduce the dimensionality of time series and build an index on the obtained coefficients [3]. Precision and performance improvements can be achieved via biorthonormal wavelets [26]. Furthermore, $k N N$ search can be performed by accessing the coefficients of Haar-wavelettransformed time series through a sequential scan over stepwise increasing resolutions [13].

A more recent approach is based on the Symbolic Aggregate Approximation (SAX) [16] representation. A SAX word is a multi-resolution summary of a time series, quantized on the value domain. It is derived from the Piecewise Aggregate Approximation (PAA) [14], which segments a time series on the time axis and approximates it by retaining only the mean value per segment. This has led to the iSAX index [30], a tree-based structure built over the SAX words of a set of time series, leveraging their multi-resolution characteristics. Each node in iSAX contains a SAX word that guarantees a lower bound in terms of Euclidean distance for all the time series indexed by it. To answer similarity search queries, the index is traversed in a top-down fashion, comparing at each step the SAX representation of the query against the ones contained in each visited node.

Several extensions to iSAX have been proposed [22]. iSAX 2.0 [1] enables bulk loading, while $i$ SAX2+ [2] minimizes the I/O operations caused by node splitting during construction. ADS+ |38| is an adaptive version that builds the index on-demand, while processing the queries. DPiSAX [33] is a parallel and distributed version. ParIS [23] and MESSI [24] take advantage of modern multi-core architectures and hardware parallelization to accelerate processing times for disk-based and in-memory indices, respectively. Coconut [15] introduces sortable SAX representations and utilizes a space filling curve to sort the time series and build an index in a bottom-up fashion. ULISSE [19] can answer similarity search queries of varying length.

Another recent method for subsequence search is KVIndex [32]. After extracting all subsequences of a given length from a time series and deriving their corresponding mean values, it generates an index containing key-value pairs. Each key represents a range of mean values for a group of subsequences, pointing to starting positions of these subsequences along the original time series.

As we show in Section 4 it is possible to execute twin subsequence search queries using iSAX or KV-Index. However, since these indices are tailored to similarity search using Euclidean distance, this approach is suboptimal, as indicated also in our experiments in Section 6 Moreover, an index for arbitrary $\mathcal{L}_{p}$ norms is described in [35]. It divides each sequence into a fixed number of equi-sized segments, and takes the mean of each segment to form a feature vector. Such a generic approach favors flexibility; instead, our focus in this paper is on optimizing performance specifically for queries using Chebyshev distance.

In a previous work [5], we studied the problem of discovering pairs and bundles of similar time-aligned subsequences within a collection of time series, based on Chebyshev distance, using a sweepline approach. In this paper, we focus on searching for twin subsequences in an input time series $T$ that are similar to a query subsequence $Q$,

TABLE 1
Basic notations

| $T$ | input time series |
| :---: | :--- |
| $n$ | length of time series $T$ |
| $Q$ | query subsequence |
| $l$ | subsequence length |
| $l^{\prime}$ | query length $\left(l^{\prime} \geq l\right)$ |
| $\epsilon$ | distance threshold |
| $k$ | number of nearest subsequences to retrieve |
| $T_{p, l}$ | subsequence of $T$ with length $l$ starting at position $p$ |
| $S$ | (sub)sequence |
| $d\left(S, S^{\prime}\right)$ | Chebyshev distance between equi-length subsequences |
| $\mu$ | mean value of a sequence |
| $B^{\square}$ | upper bounding time series of an MBTS |
| $B^{\sqcup}$ | lower bounding time series of an MBTS |
| $V_{S}$ | embedding of subsequence $S$ |
| $\mu_{c}$ | minimum node capacity in TS-Index |
| $M_{c}$ | maximum node capacity in TS-Index |
| $m$ | number of segments |

which is a different problem, and we propose an indexbased approach. In another previous work [4], we have developed a hybrid index, called BTSR-Tree, which also employs the concept of Minimum Bounding Time Series (MBTS) to prune the search space. However, this is a spatialfirst index specifically tailored to queries over geo-located time series. Moreover, it is based on Euclidean distance instead of Chebyshev, and it does not support bulk-loading.

## 3 Problem Definition

Next, we formally introduce the twin subsequence search problem and describe a generic filter-verification approach. Table 1 lists basic notations used throughout the paper.

### 3.1 Problem Statement

A time series is a time-ordered sequence $T=\left\{T_{1}, T_{2}, \ldots, T_{n}\right\}$, where $T_{i}$ is the value at the $i$-th timestamp and $n=|T|$ is the length of the series (i.e., number of timestamps). We use $T_{p, l}$ to denote the subsequence $\left\{T_{p}, \ldots, T_{p+l-1}\right\}$ starting at timestamp $p$ and having length $l$, where $1 \leq p \leq p+$ $l-1 \leq n$. For brevity, we also use $S$ to generally refer to a (sub)sequence.

Given two sequences $S$ and $S^{\prime}$ of equal length $l$, we call them twins if their Chebyshev distance is not greater than a given threshold $\epsilon$. The Chebyshev distance of two vectors is their maximum difference along any dimension. Hence, if $S$ and $S^{\prime}$ are twin sequences with respect to $\epsilon$, their values at any timestamp should not differ by more than $\epsilon$. Formally:

Definition 1 (Twin Sequences). Two sequences $S$ and $S^{\prime}$ of equal length l are called twins with respect to a given threshold $\epsilon$, denoted as $S_{1} \sim_{\epsilon} S_{2}$, if their Chebyshev distance d is not greater than $\epsilon$, i.e., $d\left(S, S^{\prime}\right):=\max _{i=0}^{l-1}\left(\left|S_{i}-S_{i}^{\prime}\right|\right) \leq \epsilon$.

We can now formally define the problem:
Problem 1 (Twin Subsequence Search). Given a query sequence $Q$ of length $l$, a time series $T$ of length $n \gg l$, and a distance threshold $\epsilon$, find all subsequences $S$ in $T(|S|=l)$ such that $Q \sim_{\epsilon} S$.

The following lemma establishes a relation between a given Chebyshev distance threshold and a corresponding Euclidean distance threshold.

Lemma 1. Given two twin sequences $S \sim_{\epsilon} S^{\prime}$ of length $l$, their Euclidean distance is $E D\left(S, S^{\prime}\right) \leq \epsilon \times \sqrt{l}$.
Proof. If $S \sim_{\epsilon} S^{\prime}$, then $E D\left(S, S^{\prime}\right)=\sqrt{\sum_{i}\left(S_{i}-S_{i}^{\prime}\right)^{2}} \leq$ $\sqrt{\sum_{i} \epsilon^{2}}=\epsilon \times \sqrt{l}$.

Moreover, from Definition 1, it is straightforward to derive the following property, stating that any pair of timealigned subsequences across two twin sequences are also twins.

Lemma 2. Given two twin series $T \sim_{\epsilon} T^{\prime}$, then $T_{p, l} \sim_{\epsilon} T_{p, l}^{\prime}$ for any $l \in[1,|T|]$ and $p \in[1,|T|-l]$.

Notice that $z$-normalization is often used when comparing time series. Throughout the paper, we consider various possibilities: (a) working with the raw values, (b) $z$ normalizing the entire time series, (c) $z$-normalizing each individual subsequence. We discuss the implications of each case where relevant.

### 3.2 Filter-Verification Approach

We can detect twin subsequences following a filterverification framework: the first step (filtering) generates candidate subsequences, which are then evaluated in the second step (verification) to identify those satisfying the Chebyshev distance threshold. A straightforward approach for generating candidates is to scan the entire time series $T$ with a sweepline and consider each subsequence $T_{p, l}$ for $p \in[1,|T|-l]$ as a candidate.

Verification is done by checking all pairwise value differences between $Q$ and $T_{p, l}$. If the difference found at a timestamp exceeds $\epsilon$, then candidate $T_{p, l}$ is rejected, otherwise it is accepted. Verification can be accelerated by detecting false positives as early as possible. To this end, if the values are $z$-normalized, we can prioritize those points in $Q$ having the highest absolute value, since these are less likely to have a match with the respective points in $T_{p, l}$. This optimization is also used in UCR Suite [27], and is known as reordering early abandoning.

Clearly, the drawback of this sweepline approach is that it generates an excessive number of candidates (specifically, $|T|-l$ ), thus incurring a prohibitive cost when dealing with very long series. To filter candidates more effectively, in the following sections we consider methods based on indexing the subsequences of $T$. First, we address the problem using existing state-of-the-art indices, and then we introduce a novel index tailored to twin subsequence search.

## 4 Twin Subsequence Search with Existing Indices

Next, we focus on two representative state-of-the-art indices for time series similarity search, namely KV-Index [32] and iSAX [2], showing how they can be used for twin subsequence search without altering their structure.

### 4.1 KV-Index

KV-Index is a state-of-the-art index for subsequence matching [32]. Given a time series $T$, it is built by considering all its subsequences of a pre-defined length $l$. Each subsequence $S$ is represented by a pair $(p, \mu)$, where $p$ is its starting
position (i.e., timestamp) in $T$ and $\mu$ is its mean value over the next $l$ timestamps. KV-Index is an inverted index constructed over these pairs. Each key is a range of mean values, whereas each inverted list entry contains intervals of positions.

Twin subsequence search can be performed with KVIndex based on the following lemma.

Lemma 3. Let two subsequences $S$ and $S^{\prime}$ of length l. If $S \sim{ }_{\epsilon} S^{\prime}$, then $\left|\mu-\mu^{\prime}\right| \leq \epsilon$, where $\mu$ and $\mu^{\prime}$ are the mean values of $S$ and $S^{\prime}$, respectively.
Proof. Let $S$ and $S^{\prime}$ be twin subsequences of length $l$. We assume that $\left|\mu-\mu^{\prime}\right|>\epsilon$, and prove the lemma by contradiction: $\left|\mu-\mu^{\prime}\right|>\epsilon \Rightarrow \frac{1}{l} \times\left|\sum_{i} S_{i}-\sum_{i} S_{i}^{\prime}\right|>\epsilon \Rightarrow$ $\sum_{i}\left|S_{i}-S_{i}^{\prime}\right|>l \times \epsilon$. The latter can only hold if there exists at least one timestamp $i$ where $\left|S_{i}-S_{i}^{\prime}\right|>\epsilon$, in which case it cannot hold that $S \sim_{\epsilon} S^{\prime}$.

Based on Lemma 3, we can use a KV-Index built over a time series $T$ to generate candidates for detecting twin subsequences. Specifically, assume a query sequence $Q$ with mean value $\mu_{q}$. The candidate subsequences in $T$ are those included in the inverted lists with keys $\left[\mu_{\min }, \mu_{\max }\right]$, such that $\mu_{\text {min }}-\epsilon \leq \mu_{q} \leq \mu_{\max }+\epsilon$. Then, the obtained candidates must be verified to derive the final results. Notice that Lemma 3is not effective if each individual subsequence has been $z$-normalized, because then all mean values are zero. Hence, KV-Index is applicable when working with raw values or if the entire sequence is $z$-normalized.

## 4.2 iSAX Index

iSAX is a tree index structure for time series similarity search [2|. Time series are $z$-normalized and indexed using their Symbolic Aggregate approXimation (SAX) |30|. The SAX representation of a series is derived in two steps. The first applies Piecewise Aggregate Approximation (PAA) [14], which splits the series in a specified number $m$ of segments and approximates each one with the mean value over the corresponding time interval. The second step applies quantization to assign each mean value to a discrete SAX symbol. Hence, each SAX symbol $X$ corresponds to a range of mean values $\left[\mu_{X_{\min }}, \mu_{X_{\max }}\right]$. The SAX representation of a series is a sequence of $m$ SAX symbols (one symbol per segment), and is called SAX word. Notice that, by default, SAX words are derived using precomputed breakpoints that are selected assuming $z$-normalized values; nevertheless, non-normalized values can also be handled by adjusting the breakpoints accordingly.

Twin subsequence search can be performed over the iSAX index based on the following lemma.
Lemma 4. Let two subsequences $S$ and $S^{\prime}$ of length $l$, and their $S A X$ representations $S A X(S)=\left\{X_{1}, X_{2}, \ldots, X_{m}\right\}$ and $S A X\left(S^{\prime}\right)=\left\{X_{1}^{\prime}, X_{2}^{\prime}, \ldots, X_{m}^{\prime}\right\}$. If $S \sim_{\epsilon} S^{\prime}$, then the following conditions must hold $\forall i \in[1, m]: \mu_{X_{i_{\max }}} \geq \mu_{X_{i_{\text {min }}}^{\prime}}-\epsilon$ and $\mu_{X_{\text {imin }}} \leq \mu_{X_{i_{\text {max }}}^{\prime}}+\epsilon$.
Proof. According to Lemma 3, if two sequences are twins with respect to a threshold $\epsilon$, then the difference between their mean values is also bounded by $\epsilon$. Besides, according to Lemma 2, any pair of time-aligned segments across two twin sequences are also twins. Hence, if $S \sim_{\epsilon} S^{\prime}$, then
for each pair of symbols $X_{i}$ and $X_{i}^{\prime}$ in the respective SAX representations, the mean values denoted by these symbols must not differ by more than $\epsilon$, which means that $\mu_{X_{i_{\max }}} \geq \mu_{X_{i_{\min }}^{\prime}}-\epsilon$ and $\mu_{X_{i_{\min }}} \leq \mu_{X_{i_{\max }}^{\prime}}+\epsilon$.

Based on the above, we can perform twin subsequence search using iSAX as follows. Given a time series $T$, we construct an $i$ SAX index over all its $l$-length subsequences. Then, for a query sequence $Q$, we traverse the $i$ SAX index starting from its root. At each node, we check the SAX word of $Q$ against the SAX word of that node, applying Lemma 4 If the check fails, the node and its subtree can be safely pruned; otherwise, the search continues at the node's children. Once a leaf node is reached, and qualifies according to this check, all subsequences indexed therein are retrieved as candidates for verification.

## 5 The TS-Index

As discussed in Section 4 it is possible to use KV-Index or $i$ SAX to identify candidates for twin subsequence queries. However, since these indices are not tailored to the matching criterion, they tend to generate a large number of false positives, incurring a significant verification cost, as confirmed in our experiments (Section 6). In the following, we introduce TS-Index, which is specifically designed for twin subsequence search. First, we provide an overview of its structure and explain how it is constructed. Then, we present an algorithm to evaluate twin subsequence queries specifying a distance threshold. We also propose optimizations for reducing the index size and its construction cost. Finally, we discuss how the TS-Index can be used to evaluate $k \mathrm{NN}$ queries. The latter is very useful in practice, because it is often not intuitive for the user to specify a distance threshold.

### 5.1 Index Structure

The core concept in TS-Index is that of Minimum Bounding Time Series (MBTS) [4|. An MBTS is a pair of sequences that fully encloses a set of time series $\mathcal{T}$ by indicating the maximum and minimum values at each timestamp. Figure 2 2a depicts an example of an MBTS enclosing a set of four time series. Formally:
Definition 2 (MBTS). Given a set $\mathcal{T}$ of time series with equal length $l$, its MBTS $B=\left(B^{\square}, B^{\sqcup}\right)$ consists of an upper bounding time series $B^{\sqcap}$ and a lower bounding time series $B^{\sqcup}$, constructed by respectively selecting the maximum and minimum values at each timestamp $i \in\{1, \ldots, l\}$ among all time series in $\mathcal{T}$ as follows:

$$
\begin{align*}
B^{\sqcap} & =\left\{\max _{T \in \mathcal{T}} T_{1}, \ldots, \max _{T \in \mathcal{T}} T_{l}\right\} \\
B^{\sqcup} & =\left\{\min _{T \in \mathcal{T}} T_{1}, \ldots, \min _{T \in \mathcal{T}} T_{l}\right\} \tag{1}
\end{align*}
$$

The TS-Index has a tree structure. Each internal node points to a set of children nodes, whereas each leaf node points to a set of subsequences (more specifically, to the starting positions of its indexed subsequences along the input time series $T$ ). All leaf nodes are at the same level. Each node is associated with an MBTS, which encloses all the sequences indexed therein. Clearly, MBTS get tighter
when descending from the root to the leaf level. Figure 3 a illustrates an example of TS-Index for eight input sequences. The MBTS of each node is depicted as a grey band.

### 5.2 Index Construction

Assume an input time series $T$ and a subsequence length $l$. The TS-Index over $T$ is constructed in a top-down fashion, by sequentially inserting all $l$-length subsequences of $T$. When inserting a sequence $S$, we traverse the index from the root, selecting at each level the node whose MBTS has the smallest distance from $S$, until a leaf node is reached. The distance between a sequence $S$ and an MBTS $B$ is calculated using the following formula:

$$
d(S, B)=\max _{i} \begin{cases}S_{i}-B_{i}^{\sqcap} & \text { if } S_{i}>B_{i}^{\sqcap}  \tag{2}\\ B_{i}^{\sqcup}-S_{i} & \text { if } S_{i}<B_{i}^{\sqcup} \\ 0 & \text { otherwise }\end{cases}
$$

where $B_{i}^{\sqcap}$ and $B_{i}^{\sqcup}$ are the $i^{\text {th }}$ values of the upper and lower bounds of the MBTS $B$, respectively.

Each node has a minimum capacity $\mu_{c}$ and a maximum capacity $M_{c}$, specifying the minimum and maximum number of children it can point to. Once a node exceeds $M_{c}$, it is split in two nodes. This may cause the parent node to also exceed the maximum capacity $M_{c}$, in which case it is split too. Hence, this process recursively propagates upwards until no further splits occur. This procedure ensures that all leaves are placed on the same level of the tree.

During node splitting, the goal is to make the MBTS of each new sibling node as tight as possible. If this is a leaf node, we identify the two subsequences within the original node having the highest Chebyshev distance and use them as seeds for the two sibling nodes. Each remaining subsequence is assigned to the node where it causes the smallest expansion of its MBTS, which gets updated accordingly. For an internal node, the process is similar. Yet, adjusting its MBTS in this case involves the MBTS of children nodes instead of individual sequences. To accommodate this, the distance between two MBTS $B_{1}$ and $B_{2}$ is defined as:

$$
d\left(B_{1}, B_{2}\right)=\max _{i} \begin{cases}B_{1, i}^{\sqcup}-B_{2, i}^{\sqcap} & \text { if } B_{1, i}^{\sqcup}>B_{2, i}^{\sqcap}  \tag{3}\\ B_{2, i}^{\sqcup}-B_{1, i}^{\sqcap} & \text { if } B_{1, i}^{\sqcap}<B_{2, i}^{\sqcup} \\ 0 & \text { otherwise }\end{cases}
$$

where $B_{1, i}^{\sqcup}, B_{1, i}^{\sqcap}$ and $B_{2, i}^{\sqcup}, B_{2, i}^{\sqcap}$ are the $i^{t h}$ values of the upper and lower bounds of the MBTS $B_{1}$ and $B_{2}$, respectively. Figures 2 b and 2 c exemplify the calculation of the distance of a sequence $S$ to an MBTS $B$ and the calculation of the distance between two MBTS $\left(B_{1}, B_{2}\right)$ respectively; in both cases, the distance is the length of the dashed red line.

Figure 3b depicts an example where inserting subsequence $p_{10}$ into leaf node $A_{3}$ of the TS-Index in Figure 3a. causes it to split into two new nodes, $A_{3}^{\prime}$ and $A_{4}$ (we assume $\mu_{c}=2$ and $M_{c}=3$ ). This process is then propagated upwards, splitting the root into $B_{1}$ and $B_{2}$. To keep the MBTS tight -according to Eq. 3 -, nodes $A_{1}, A_{4}$ have become children of $B_{1}$ and $A_{2}, A_{3}^{\prime}$ are now children of $B_{2}$. Finally, a new root is added, increasing the index height by one.


Fig. 2. (a) MBTS enclosing a set of 4 time series. Distance between (b) a sequence $S$ and an MBTS $B$, (c) MBTS $B_{1}$ and $B_{2}$.


Fig. 3. (a) TS-Index for 9 input sequences. (b) Inserting $p_{10}$ causes a split at leaf $A_{3}$ and splits propagate upwards.

### 5.3 Query Execution

Twin subsequence search can be performed with a TS-Index based on the following lemma.

Lemma 5. Assume a query sequence $Q$ and a node $N$ of the TS-Index with MBTS $B$. If there exists a sequence $S$ indexed at $N$ such that $Q \sim_{\epsilon} S$, then $d(Q, B) \leq \epsilon$.

Proof. Assume that $Q \sim_{\epsilon} S$ for a sequence $S$ indexed by node $N$. From Def. 2 , it follows that $S_{i} \in\left[B_{i}^{\cup}, B_{i}^{П}\right]$ for each timestamp $i$. Moreover, from Def. 1. it follows that $\mid Q_{i}-$ $S_{i} \mid \leq \epsilon$. Hence, from Eq. 2 we derive $d(Q, B) \leq \epsilon$.

Given a query sequence $Q$, we traverse the index in a top-down fashion, starting from its root. For each visited node $N$, we compare $Q$ against $N$ 's MBTS, applying Lemma 5 to prune its subtree. Note that this check can be accelerated, since it is not necessary to fully compute distance $d(Q, B)$; instead, if the indexed values have been $z$-normalized, we apply early abandoning (see Section 3.2 to prune the node as soon as the value difference exceeds $\epsilon$ in at least one timestamp. Multiple paths starting from the root may need to be explored, depending on the query and the tightness of the bounds in the visited nodes.

Algorithm 1 describes the search process. The input includes the query sequence $Q$, the constructed TS-Index $I$, the given time series $T$ and the threshold $\epsilon$. We start by initializing a list $L$ with the root's children (Line 2). Then, we traverse the index by iterating over this list (Lines 3-12). For each node $N$ currently in the list, we obtain its MBTS (Lines $4-5)$. Then, we check whether the distance between this MBTS and the query is higher than the specified threshold $\epsilon$ (Line 6). If so, the subtree under the current node $N$ is pruned; otherwise, it is examined as explained next. If $N$ is not a leaf node, we insert its children in list $L$ for probing (Lines 7-8). Once a leaf node is reached, we iterate over all the subsequence positions it contains and check whether each corresponding subsequence is a twin of $Q$ with respect to $\epsilon$. If so, we add this subsequence to the final results (Lines

```
Algorithm 1: TwinSubsequenceSearch
    Input : Time series \(T\), TS-Index \(I\), query \(Q\), threshold \(\epsilon\)
    Output: List \(R\) of twin subsequences to \(Q\)
    \(R \leftarrow \emptyset\)
    \(L \leftarrow I\).root.getChildren()
    while \(L \neq \emptyset\) do
        \(N \leftarrow L . g e t N e x t()\)
        \(B \leftarrow N . M B T S\)
        if \(d((Q, B) \leq \epsilon\) then
            if \(N\) is not leaf then
                \(L \leftarrow L \cup\{N . g e t C h i l d r e n()\}\)
                else
                    foreach \(p \in N\).getPositions() do
                        if \(d\left(\left(Q, T_{p, l}\right) \leq \epsilon\right.\) then
                        \(R \leftarrow R \cup T_{p, l}\)
    return \(R\)
```

9-12). The results are returned once all candidate nodes in list $L$ have been either probed or pruned (Line 13).

Cost Analysis. Assume a TS-Index built on a sequence $T$ of length $n$, using subsequence length $l$ and minimum capacity $\mu_{c}$. The total number of indexed subsequences is $n-l+1$. Then, its maximum height is $h_{\max }=$ $\left\lceil\log _{\mu_{c}}(n-l+1)\right\rceil$. The maximum number of nodes of a tree depends on its fanout $f$, which in our case is $f \leq M_{c}$. Specifically, the maximum number of nodes is $\mathcal{O}\left(f^{h-1}\right)$, where $h$ is the height of the tree. Thus, in our case, the maximum number of nodes is $\mathcal{O}\left(M_{c}^{\left\lceil\log _{\mu_{c}}(n-l+1)\right\rceil-1}\right)$. For each visited node, we must compare the query sequence against its two bounding MBTS subsequences. Each such filtering requires a number of comparisons in the range $[1, l]$. Thus, in the worst case, we need to perform $\mathcal{O}\left(2 l \times M_{c}^{\left\lceil\log _{\mu_{c}}(n-l+1)\right\rceil-1}\right)$ to reach leaf level during a range search. Finally, if at each leaf we have to check all indexed subsequences, we have a final worst case complexity of $\mathcal{O}\left(l \times\left(2 M_{c}^{\left\lceil l o g_{\mu_{c}}(n-l+1)\right\rceil-1}\right)+n-l+1\right)$.

Answering Queries with Length $l^{\prime}>l$. We can exploit
a TS-Index built over subsequences of length $l$ and also answer queries for any length $l^{\prime}>l$. According to Lemma 2. if two sequences are twins, then any pair of respective segments within them is also a twin pair with respect to the same distance threshold $\epsilon$. Based on this, we can subdivide the query sequence $Q$ of length $l^{\prime}>l$ into a number of disjoint consecutive subsequences, each of length $l$. If the right-most subsequence has length lower than $l$, it is ignored. Then, for each of these subsequences, we execute a search against the TS-Index to retrieve its twins. For each subsequent execution, the starting timestamp of the resulting subsequences must coincide with the last timestamp of the previous execution, otherwise they are discarded. The final candidate positions on the input sequence are those such that for each execution we obtained consecutive subsequences. Verification on these candidate positions yields the final results.

### 5.4 Reducing Memory Footprint

For an input time series $T$ and subsequence length $l$, we need to extract and index $|T|-l$ subsequences. Moreover, each node in the index stores upper and lower bounds (MBTS) that have the form of two sequences of length $l$. This incurs high memory footprint when $|T|$ is large.

To overcome this issue, we can apply Piecewise Aggregate Approximation (PAA) [14] to the subsequences extracted from $T$ before inserting them into the index. In particular, we split each sequence into $m$ segments and represent each segment by the mean value over the corresponding part of the sequence. As PAA is also applied on query sequence $Q$, query execution can still be performed as described above, but now involving the PAA representations instead of the original subsequences. The correctness of this can be easily derived from Lemma 2 (which implies that each pair of respective segments should also be twins) combined with Lemma 3 (which implies that the pairwise differences between mean values are also bounded by $\epsilon$ ).

Using PAA, compressed MBTS representations are stored in each node, with the segmentation factor being determined by the number $m$ of segments. Inevitably, this also reduces to some extent the resolution of the bounds, since now each MBTS is based on mean values. This implies a trade-off between index size and pruning effectiveness. Nevertheless, in our experiments (see Section 6), we are able to significantly reduce the index size with negligible performance drop.

### 5.5 Bulk Loading

The process described in Section 5.2 assumes that the index is built by inserting each subsequence individually and according to a predetermined order, typically the order in which they are extracted from the input time series $T$. However, building the index in this manner is slow, due to the overhead from node splits. Splitting nodes is computationally expensive, as it requires calculating multiple pairwise distances among subsequences, as well as updating the MBTS of the involved nodes.

However, we can accelerate index construction through bulk-loading. The idea is to follow a bottom-up processing in

```
Algorithm 2: BulkLoading
    Input : Time series \(T\), subsequence length \(l\), node capacity \(\mu_{c}\)
            and \(M_{c}\)
    Output: TS-Index \(I\)
    \(L \leftarrow \emptyset\)
    foreach \(T_{p, l} \in T\) do
        \(S \leftarrow T_{p, l}\)
        \(V_{S} \leftarrow\) generateEmbedding \((S)\)
        \(Z_{S} \leftarrow \operatorname{getZcode}(S)\)
        \(L \leftarrow L \cup\{S\}\) (sorted by \(Z_{S}\) )
    \(\mathcal{N}_{L} \leftarrow \emptyset\)
    count \(\leftarrow 0\)
    \(N \leftarrow\) newNode()
    foreach \(S \in L\) do
        if requireNewNode \(\left(\mu_{c}, M_{c}, S, N\right)==\) True then
                calculateMBTS \((N)\)
                \(\mathcal{N}_{L} \leftarrow \mathcal{N}_{L} \cup\{N\}\)
                \(N \leftarrow\) newNode()
                count \(=0\)
        \(N \leftarrow N \cup\{S\}\)
        count++
    \(\mathcal{I} \leftarrow\) createParentNodes \(\left(\mathcal{N}_{L}, M_{c}\right)\)
    return \(\mathcal{I}\)
    Procedure createParentNodes \(\left(\mathcal{N}, M_{c}\right)\)
        \(\mathcal{N}^{\text {curr }} \leftarrow \emptyset\)
        \(N^{\text {curr }} \leftarrow\) newNode()
        count \(\leftarrow 0\)
        foreach \(N \in \operatorname{topLevel}(\mathcal{N})\) do
            if requireNewNode \(\left(\mu_{c}, M_{c}, S, N\right)=\) True then
                calculatemBTS( \(\left.N^{\text {curr }}\right)\)
                \(\mathcal{N}^{\text {curr }} \leftarrow \mathcal{N}^{\text {curr }} \cup\left\{N^{\text {curr }}\right\}\)
                \(N^{\text {curr }} \leftarrow\) newNode()
                count \(=0\)
            \(N^{\text {curr }} \leftarrow N^{\text {curr }} \cup\{N\}\)
            \(N\).parent \(\leftarrow N^{\text {curr }}\)
            count + +
        if \(\left|\mathcal{N}^{\text {curr }}\right|>1\) then createParentNodes \(\left(\mathcal{N}^{\text {curr }}, M_{c}\right)\)
        else return \(\mathcal{N}^{\text {curr }}\)
```

three stages: (a) re-order the subsequences based on similarity; (b) insert the subsequences in this order to populate all the leaf nodes; (c) construct the internal nodes at each level in a bottom-up fashion to complete the tree structure.

The main challenge is how to determine the insertion order of subsequences so that the resulting nodes have tight MBTS. To this end, we use a Space Filling Curve (SFC) to map each subsequence to a 1-dimensional point, such that similar subsequences are more likely to be mapped to nearby points. Specifically, we use the $Z$-order curve [29], as it can be very efficiently computed, while providing a good approximation, as indicated by our experiments.

However, since subsequences have a relatively high number of dimensions, directly applying a $Z$-order curve on them to reduce the dimensions from $l$ to 1 , results in low accuracy. To avoid this, we first embed each subsequence $S$ to a 5-dimensional vector $V_{S}=\left[\mu, v_{\min }, v_{\max }, p_{\min }, p_{\max }\right]$, where $\mu$ is the mean value of $S, v_{\min }$ and $v_{\max }$ are its minimum and maximum values, and $p_{\min }$ and $p_{\max }$ are the respective timestamp positions in which these extreme values are observed. The intuition is that, if two subsequences have a similar mean, maximum and minimum values, and those maximum and minimum also appear close in time, then their Chebyshev distance is more likely to be smaller. Finally, we traverse these 5-dimensional points according to the $Z$-order curve to determine the insertion order of
subsequences into the index.
Algorithm 2 describes the bulk-loading process. We start by extracting all subsequences of length $l$ from the input time series $T$. For each subsequence $S$, we compute its embedding $V_{S}$ and use it to determine its $Z$-order code $Z_{S}$. All subsequences are then inserted to a list according to this order (Lines 2-6). Then, we populate the leaf nodes by inserting the subsequences in this order (Lines 10-17).

Clearly, there is a trade-off when building the tree: placing less subsequences per leaf tends to yield tighter MBTS, but creates many more nodes overall. Ideally, we would like to populate each leaf above its minimum capacity $\mu_{c}$, and stop further insertions once the next subsequence expands the existing MBTS significantly, even before reaching the maximum capacity $M_{c}$. Towards this, we employ a heuristic based on a dynamically adjusted "jump" threshold that can assess such changes between consecutive Z-order code differences. While a leaf or internal node is being updated with new entries, we maintain the range of their corresponding Z-order codes. Thus, we can calculate a "jump" threshold by dividing this range by $\left(\mu_{c}+M_{c}\right) / 2$, assuming that nodes in the constructed TS-Index will be half full on average. If the difference in Z-order codes between the last subsequence $S^{\prime}$ added to this node and the next one $S$ exceeds this threshold, a new node is created with $S$ as its first entry (Line 11). Thus, two successive, but dissimilar subsequences get indexed in separate nodes, keeping their bounds tighter, as well as those in parent nodes at upper levels.

Once all leaf nodes are populated, we compute their corresponding MBTS, and we recursively create the internal nodes at each level (Line 18). We iterate over the nodes of the previous level (Line 24) and add them to a new node, which becomes their parent node (Lines 30-31). When a new node is needed (Line 25), we calculate the MBTS of the new node and add it to the list of nodes of the current level (Lines 2529). If there are more than one nodes at the current level, we recursively invoke the same function to create their parent nodes for the next level upwards. Once a single node is obtained at a given level, it becomes the root (Lines 33-34).

### 5.6 Extension to $k$-Nearest Neighbor Queries

So far, we have assumed that twin subsequences are found according to a user-specified distance threshold $\epsilon$. In practice, selecting appropriate distance thresholds is often not straightforward. Next, we explain how TS-Index can also process $k \mathrm{NN}$ queries, where the user only specifies the number $k$ of subsequences to be returned as most similar to a query subsequence $Q$ under the Chebyshev distance.

Algorithm 3 outlines the process. The input includes the query sequence $Q$, the constructed TS-Index, the input time series $T$ and the parameter $k$. A priority queue $R$, sorted by distance, holds the resulting subsequences (Line 1). The algorithm recursively traverses the index in a depth-first manner starting from the root (Line 2). For each current node, we check whether it is a leaf or not. If it is an internal node (Lines 13-25), we employ a local priority queue $P_{\text {local }}$ to keep its children sorted by their Chebyshev distance to the query. If we already have $k$ resulting subsequences (Line 15), we only need to push the child nodes that are closer than the $k$-th closest element (Lines 16, 17); in this case, we use

```
Algorithm 3: TwinKNNSearch
    Input : Time series \(T\), TS-Index \(I\), query sequence \(Q\), integer
            \(k\)
    Output: List \(R\) of the \(k\) most similar twin subsequences to \(Q\)
    \(R \leftarrow \emptyset\)
    KNNTraversal(I.root, \(T, R, Q, k)\)
    Procedure KNNTraversal \((N, T, R, Q, k)\)
        if \(N\) is leaf then
            foreach \(p \in N\).getPositions() do
                if \(R\).getSize ()\(==k\) then
                    if \(d\left(Q, T_{p, l}\right)<R\).peekLast().dist then
                        R.polllast()
                            \(R \cdot \operatorname{push}\left(T_{p, l}, \mathrm{~d}\left(Q, T_{p, l}\right)\right)\)
                else
                        \(R \cdot \operatorname{push}\left(T_{p, l}, \mathrm{~d}\left(Q, T_{p, l}\right)\right)\)
        else
            \(P_{\text {local }} \leftarrow \emptyset\)
            foreach \(N^{\prime} \in N\).getChildren() do
                if \(R\).getSize ()\(==k\) then
                    if \(d\left(Q, N^{\prime} . M B T S\right)<R\).peekLast () .dist
                        then
                        \(\left\llcorner\quad P_{\text {local }} \cdot \operatorname{push}\left(N^{\prime}, \mathrm{d}\left(\left(Q, N^{\prime} . M B T S\right)\right)\right)\right.\)
            else
                        \(P_{\text {local } \cdot \operatorname{push}}\left(N^{\prime}, \mathrm{d}\left(\left(Q, N^{\prime} . M B T S\right)\right)\right)\)
            foreach \(N^{\prime \prime} \in P_{\text {local }}\) do
                if \(R\).getSize() \(==k\) then
                    if \(d\left(Q, N^{\prime \prime} \cdot M B T S\right)<R\).peekLast().dist
                        then
                        KNNTraversal( \(\left.N^{\prime \prime}, T, R, Q, k\right)\)
                        else
                            KNNTraversal \(\left(N^{\prime \prime}, T, R, Q, k\right)\)
    return \(R\)
```

early abandoning (if the values are $z$-normalized) to discard a node as soon as the value difference exceeds the distance of the $k$-th closest element in at least one timestamp. After inserting the node's children to the priority queue, we iterate over it and recursively traverse the tree starting from the closest element (Lines 21-25). As above, when the result list size is equal to $k$, we can prune nodes (Lines 21-23). If the current node is a leaf (Lines 5-11), we push each qualifying subsequence contained in the current node to the results list $R$ (Lines 10-11). If we already have $k$ resulting subsequences (Line 6), we only keep subsequences that are closer than the $k$-th closest element, which gets evicted (Lines 7-9). In this case, we also use early abandoning (if the values are $z$ normalized) to discard non-qualifying subsequences faster.

## 6 Experimental Evaluation

Next, we present a comprehensive evaluation of our methods against four real-world and one synthetic dataset.

### 6.1 Experimental Setup

### 6.1.1 Datasets

We performed experiments against the time series listed in Table 2. which contain diverse patterns and differ in their total duration. In particular:

Insect Movement [21]: 64,436 insect telemetry readings spanning around 30 minutes ( 36 readings/sec).

TABLE 2
Datasets and distance thresholds.

| Dataset | $\boldsymbol{n}$ | $\boldsymbol{\epsilon}$ (norm) | $\boldsymbol{\epsilon}$ (non-norm) |
| :--- | ---: | :---: | :---: |
| Insect | 64,436 | $0.5, \mathbf{0 . 7 5 , 1 , 1 . 2 5 , 1 . 5}$ | $50, \mathbf{1 0 0}, 150,200,250$ |
| EEG | $1,801,999$ | $0.1,0.2,0.3,0.4,0.5$ | $20,40,60,80,100$ |
| EOG | $8,099,500$ | $0.1,0.2,0.3,0.4,0.5$ | $3,4,5,6,7$ |
| ECG | $20,140,000$ | $0.01,0.02,0.03, \mathbf{0 . 0 4 , 0 . 0 5}$ | $0.03,0.04, \mathbf{0 . 0 5 , 0 . 0 6 , 0 . 0 7}$ |
| Synthetic | $100,000,000$ | $\mathbf{0 . 5}$ | N/A |

TABLE 3
Other parameters.

| Parameter | Value |
| :--- | :---: |
| Number $m$ of segments | $5, \mathbf{1 0}, 20,25,50$ |
| Sequence length $l$ | $50, \mathbf{1 0 0}, 150,200,250$ |
| Query length $l^{\prime}$ | $\mathbf{1 0 0 , 2 0 0 , 3 0 0 , 4 0 0 , 5 0 0}$ |
| Count $k$ of results in $k$ NN queries | $10,20,30,40,50$ |

Electroencephalography (EEG) [21]: 1,801,999 EEG readings at 500 Hz lasting one hour.
Electrooculography (EOG) |20|: 8,099,500 readings of the electrical potential between front and the back of a human eye.

Electrocardiography (ECG) |27|: 20,140,000 ECG data points recorded at 256 Hz , lasting 22 hours and 23 minutes.
Synthetic. To examine scalability, we generated a synthetic time series by extending the EOG data. Specifically, we appended replicas of the original EOG time series, after randomly altering each data point by up to $25 \%$ of the time series standard deviation. In total, we obtained a synthetic series of 100,000,000 points.

Unless stated otherwise, we $z$-normalize the time series to facilitate selection of distance thresholds.

### 6.1.2 Parameters

Table 2 indicates the different values for the distance threshold $\epsilon$ used in the experiments against each dataset, for $z$-normalized (norm) or original values (non-norm). Table 3 contains the values for subsequence length $l$, query length $l^{\prime}$ and number of segments $m$, which are common in the experiments on all datasets, as well as the number $k$ of results to fetch for $k \mathrm{NN}$ queries. In both tables, default values are in bold. These values have been selected after running several preliminary tests, which also guided selection of other parameters. Specifically, for iSAX, the maximum node capacity is set to 10,000 to enable index construction in reasonable time even for larger datasets. The default values for minimum and maximum node capacity in TS-Index are set to $\mu_{c}=10$ and $M_{c}=30$, respectively.

### 6.1.3 Methodology

For each dataset, we randomly picked 100 subsequences, each of length $l=100$ points, and used them as the query workload in all tests against that dataset. We report average response time per query (in milliseconds). We implemented all methods, including KV-Index, iSAX, and TS-Index, in Java. In all implementations, the structure of the index is kept in memory, while the original input dataset is stored on disk. Leaf nodes in the index contain the starting positions of the subsequences in the input time series. Thus, when a leaf is reached at query time, its corresponding subsequences


Fig. 4. Top- $k$ similar subsequences.
are obtained from the input time series file using random access. All experiments were conducted on a server with 4 CPUs, each equipped with 8 cores clocked at 2.13 GHz , and 256 GB RAM running Debian Linux.

### 6.2 Case Study

Initially, we provide some intuition on the qualitative differences in the $k \mathrm{NN}$ results obtained when using Chebyshev distance and Euclidean distance, by visually inspecting two indicative cases. In the first, we execute a $k \mathrm{NN}$ query for a selected subsequence on the insect time series (see Section 6.1), and we display the top-5 matches in Figure4(a). In the second, we execute a $k \mathrm{NN}$ query for a selected subsequence on a real-world ECG time series ${ }^{1}$, and we display the top- 50 matches in Figure 4 (b). As we can see, in both cases, some of the matches returned with Euclidean distance (right column) contain outlying values (spikes) that deviate significantly from the value of the query sequence at the respective timestamp, while the results retrieved with Chebyshev (left column) closely match the query across all timestamps.

Next, we measure how much the result sets differ when executing both range and $k \mathrm{NN}$ queries against each dataset in Section 6.1, using either Chebyshev or Euclidean distance. For range queries, we examine whether it is feasible to discover approximately the same twin subsequences by appropriately tuning a Euclidean distance threshold. For each dataset, we first execute twin subsequence search using a threshold $\epsilon$ on Chebyshev distance. Then, we repeat the process using Euclidean distance and varying the threshold from $\epsilon \times \sqrt{|Q|}$ to $\epsilon$ (see Lemma 11, reducing it by a specific step each time. Figure 5 shows the resulting recall-precision diagram for each dataset. The corresponding $\epsilon$ threshold ranges and step for Euclidean distance are indicated in the legend. As we can see, when starting from a low threshold

[^0]

Fig. 5. Precision/recall for various distance thresholds.

TABLE 4
Average correlation among $k \mathrm{NN}$ rankings.

| Dataset | 10 | 20 | 30 | 40 | 50 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Insect | 0.1534 | 0.1481 | 0.0527 | 0.0454 | 0.0272 |
| EEG | 0.3761 | 0.1615 | 0.1071 | 0.0716 | 0.0558 |
| EOG | 0.2726 | 0.1959 | 0.1406 | 0.1144 | 0.0937 |
| ECG | 0.1495 | 0.1287 | 0.0995 | 0.0882 | 0.0595 |

that ensures high precision (above 0.8), recall is very low (below 0.3), meaning that there is a very high number of false negatives; on the other hand, as we increase the threshold, recall eventually reaches 1 but precision drops below 0.4, meaning that the majority of the results are false positives.

For $k \mathrm{NN}$ queries, we use Spearman's rank correlation coefficient to measure the correlation between the two lists of $k$ nearest neighbors sorted by Chebyshev and Euclidean distance, respectively. For different values of $k$, we average the results over 100 randomly selected query subsequences. The obtained values for Insect, EEG, EOG and ECG are shown in Table 4 indicating very low correlation in all cases.

### 6.3 Performance

We compare the average execution time per query for varying values of each parameter, setting the rest to their default values.

### 6.3.1 Effect of bulk loading on TS-Index

We first examine the impact of bulk loading using the EEG dataset. Figure 6 compares the variant employing bulk loading (TS-Index Bulk) against the one (TS-Index) that inserts subsequences in the order they have been extracted from the input time series. To evaluate the behavior of the two variants, we examine query execution time, memory footprint and construction cost at different resolutions, i.e., by varying the number $m$ of PAA segments (up to no compression at all, i.e., $l=m=100$ ). We observe that both variants have similar memory footprint, as shown in Figure 6a The size of each index grows as the number of segments increases. Indicatively, when using only $m=50$ segments (i.e., each spanning a pair of successive time points), the index size is reduced by approximately $40 \%$. Of course, the finer the segmentation, the more detailed the resolution of MBTS per node. Then, query execution time improves by more than an order of magnitude as Figure 6 b testifies. The trends in performance are roughly similar for both TS-Index and TS-Index Bulk. However, with a coarser segmentation ( 5,10 , and 20 segments), bulk loading gives a further advantage to
the index. This indicates that MBTS generated using embeddings after sorting and grouping the subsequences are tighter even at lower resolutions. Naturally, this difference is gradually eliminated as we further increase the number of segments. Then, subsequence representation becomes too detailed and little deviation should be expected in values among those subsequences grouped together according to the original ordering. Thus, the resulting MBTS get almost as tight as those derived from the embeddings.

Nevertheless, the two TS-Index variants differ significantly in their construction cost, as illustrated in Figure 6c, When subsequences are inserted in the order they are extracted from the input dataset, index construction takes much longer as the number of segments increases. Indeed, finer segmentation implies more node splits, which become very expensive across many dimensions. In contrast, no node splits occur in TS-Index Bulk, which reduces construction time by orders of magnitude compared to TS-Index. Due to its bottom-up construction, MBTS of nodes at a given level in TS-Index only need to combine the MBTS of their descendants, which is far less costly than node splitting. Given that TS-Index with bulk loading is advantageous in terms of construction time, and answers queries faster, in the sequel we only compare this variant against other approaches.

### 6.3.2 Varying threshold $\epsilon$

Figure 7 depicts query execution time (in logarithmic scale) for varying threshold $\epsilon$. As expected, searching with the Sweepline approach has a fixed cost per dataset regardless of $\epsilon$, since it needs to scan all subsequences extracted from the input time series. Relaxing the threshold incurs an overhead when an index is involved. Queries against KV-Index perform poorly compared to other indices, since filtering based on mean values achieves less pruning. Searching with TS-Index outperforms the rest in every setting for all tested datasets, with the only exception being $i$ SAX for $\epsilon=0.01$ in the ECG dataset. Overall, TS-Index is at least an order of magnitude more efficient in twin subsequence search compared to the KV-Index and Sweepline approaches. It is also consistently better than $i$ SAX as it is less susceptible to fluctuations in the input sequences.

### 6.3.3 Varying Number of Segments

This experiment involves iSAX and TS-Index, since only these indices apply segmentation of subsequences. Figure 8 plots performance results for varying number of segments. Again, TS-Index outperforms iSAX in almost every setting, except for the coarsest segmentation in the ECG dataset. Finer segmentation generally improves performance of TS-Index, as its inner nodes contain more detailed MBTS and can prune the search space faster. Yet, for the finest segmentation tested $(m=25)$, the cost increases for the EOG and ECG datasets, indicating a trade-off between the segmentation and actual performance. The more the segments, the better the pruning, but also more time points have to be checked per node. Thus, increasing the number of segments up to a certain value can be beneficial; past that number, performance deteriorates. Interestingly, too fine segmentation seems to harm iSAX even more, as in most cases execution cost significantly worsens with more than


Fig. 6. Performance of TS-Index with and without bulk loading against EEG dataset for varying number of segments $m$.


Fig. 7. Performance results with varying distance threshold $\epsilon$.


Fig. 8. Performance results for varying number $m$ of segments.


Fig. 9. Performance results for varying subsequence length $l$ (query length $l^{\prime}=l$ ).

10 segments. With 25 segments, TS-Index responds more than an order of magnitude faster compared to $i$ SAX.

### 6.3.4 Varying Subsequence Length

Figure 9 plots performance results with a varying length $l$ for subsequences obtained from the input time series. In all cases, the query length is set to be equal to $l$. Increasing $l$ seems to slightly negatively affect all approaches, except for TS-Index. Since longer subsequences are extracted, more checks are required, both in nodes (in case of $i S A X$ ) and raw subsequences during verification. Instead, TS-Index is faster when longer subsequences are specified, as it becomes less likely to find matching twins. Thanks to the Chebyshev distance, TS-Index has more pruning capability and can skip non-qualifying subtrees earlier at higher levels in the tree hierarchy. Thus, much fewer leaf nodes are accessed and
need to be verified, sparing much of the verification cost for checks per timestamp.

### 6.3.5 Varying Parameter $k$ for $k N N$ Queries

Figure 10 compares performance of twin subsequence $k \mathrm{NN}$ queries against TS-Index and iSAX for different values of $k$. TS-Index outperforms $i$ SAX in every setting, with smaller differences noticed for the ECG dataset (Figure 10d), which is in line with the previous experiments. Increasing $k$ has a negative impact on performance in most cases, except for iSAX on the EOG dataset (Figure 10c), where performance seems rather stable. This could be due to the rather large leaf sizes in iSAX, which increases the probability of finding (almost) all $k$ results in a single leaf node, thus requiring less node accesses for $k$ values of the same order of magnitude.


Fig. 10. Performance of $k \mathrm{NN}$ search for varying values of parameter $k$.


Fig. 11. Performance results for varying distance threshold $\epsilon$ on $z$-normalized subsequences.


Fig. 12. Performance results for varying distance threshold $\epsilon$ on non-normalized data.


Fig. 13. Scalability results against the synthetic dataset for various time series lengths ( $n$ ) and query workloads.


Fig. 14. Memory footprint per index constructed for the various datasets.


Fig. 15. Performance for varying query length $l^{\prime}$ (all indices built with $l=100$ ).

### 6.3.6 Searching over z-normalized subsequences

We repeat the experiment for varying distance threshold $\epsilon$, this time applying $z$-normalization over each individual subsequence, before inserting it in the index. As mentioned in Section 4.1. KV-Index cannot be built on such data since the mean value per subsequence would always be zero;
thus, we only compare TS-Index with iSAX. The results are depicted in Figure 11 . Clearly, $z$-normalizing the subsequences separately has no significant effect on the performance of TS-Index; the results are similar to those in Figure 7. with TS-Index outperforming iSAX in all cases.

### 6.3.7 Searching on Non-Normalized Data

Query execution cost for identifying twin subsequences against the raw (non-normalized) time series is depicted in Figure 12 Some variations in performance are observed depending on the dataset characteristics. For instance, iSAX is closely competitive to TS-Index against the EOG data, but its performance worsens and resembles that of KV-Index against the Insect dataset. Overall, TS-Index copes better than all the rest even for raw data, confirming its suitability for twin subsequence search in various settings.

### 6.3.8 Varying Query Length

Figure 15 depicts the impact on performance when constructing each TS-Index with a fixed subsequence length $l=100$ and then executing queries of varying length $l^{\prime} \in[100,500]$. As expected, the execution time increases when $l^{\prime}>l$, since this translates to multiple queries, one for each consecutive part of the query subsequence. However, more pruning also occurs, since all parts need to satisfy the distance threshold, hence the overall extra cost is not very high.

### 6.3.9 Index Size

Figure 14 presents the memory footprint of TS-Index, iSAX and $K V$-Index for each dataset. KV-Index requires significantly less space than TS-Index and iSAX, as it only keeps in memory the mean value and position range per indexed subsequence. Instead, TS-Index and iSAX occupy more space due to their more complex structures. From these results, it turns out that $i S A X$ requires two to three times less space than TS-Index. Indeed, iSAX needs to store one SAX word per node, whereas a node in TS-Index is represented by an MBTS, hence its increased memory footprint. Nevertheless, even with tens of millions of subsequences indexed (e.g., for the larger ECG dataset), all indices, including TS-Index, have sizes that easily fit in main memory.

### 6.3.10 Scalability

Finally, we examine the scalability of the various methods against the synthetic dataset. Figure 13a depicts the index construction time for various subsets of the dataset, ranging from 20 to 100 million points. KV-Index can be constructed fast even for larger time series, as it only needs to calculate and store a mean value per subsequence. TS-Index, despite its complex hierarchical tree structure, can still be constructed within minutes even for the largest dataset (100 million points). In contrast, iSAX failed to build in reasonable time; in this test, it takes more than 5 hours to index the subsequences for input time series having more than 20 million points. We should note, however, that this may be a limitation of our implementation, which does not support bulk loading for iSAX.

Regarding execution cost, Figure 13b shows average query response times with varying data sizes. In this case, as the number of indexed subsequences also grows linearly, this has an impact on execution cost. Note that TS-Index is a clear winner regardless the data size, being at least one order of magnitude faster than the rest. iSAX seems close in terms of efficiency, but it could be built only for the smallest subset of the data, as mentioned before.

Figure 13 C depicts the total time of each method for (i) building the index (if any) against the data subset of 20 million points and (ii) executing a workload with varying number of queries of the same length. For a single query, Sweepline and KV-Index are superior, since KV-Index is built very fast and Sweepline does not need to construct any index at all. However, as more queries are added to the workload, the total cost is dominated by query execution. Note that these two methods struggle to finish when the workload contains more than 1,000 queries. $i S A X$ is advantageous over them when more than 100 queries are specified. However, TS-Index scales better with increasing query
workloads. Indeed, it emerges as the most suitable solution when more than 10 twin subsequence search queries need to be answered. Hence, it is more affordable to build this index from scratch and utilize it to answer several queries than to employ any of its competitors.

## 7 Conclusions

We have introduced the twin subsequence search problem. Given a query sequence $Q$, an input time series $T$ and a distance threshold $\epsilon$, this task retrieves all subsequences in $T$ with Chebyshev distance to $Q$ not higher than $\epsilon$. To answer this query efficiently, we have introduced the TS-Index, and proposed optimizations for reducing its memory footprint and improving its construction cost. We have also shown how TS-Index can be used for answering $k \mathrm{NN}$ queries, which is useful when specifying a distance threshold is not straightforward. Our extensive experimental evaluation confirms the superiority of TS-Index for twin subsequence search queries when compared to existing indices.
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